Any theory of the mind must explain how the mind works, and an AI theory is no exception. Many critics have correctly argued that AI researchers have failed to produce such a theory. However, their discussion has focused mainly on what current computer (or particular programs), can or cannot do. Few have examined whether the field itself provides a foundation for producing a theory of the mind. If it does, what has been learned, and what do we need to do next? This article is an attempt to show how AI research has progressed in its quest for a theory of the mind. The "emperor’s new mind" is not here yet, but it is argued that it is in the process of being developed.

The first tier appeared in the early days when AI researchers were dreaming of a machine that could reason. The results were machines that manipulate symbols, and their existence raised serious questions about the nature of intelligence. What do we think of these machines? Are they intelligent? These machines were hailed as a technological breakthrough, and their emergence led many to believe that the goal of AI research was to develop a new technology rather than a theory of the mind. This possible alternative goal, and a very attractive one, caused a lot of confusion among AI researchers and still does. The first section explains this dual nature of AI research, both as a technology and as a science. It shows where the important link between them lies and why both are essential to the development of an AI theory of the mind.

The early symbolic manipulator machines definitely did not think, and there was a subsequent rush to create one that did. Many different approaches were experimented with, and chief among them were incorporating more knowledge and allowing the machines to interact with their environment. Interactive machines involved work on building integrated robots or systems embedded in their environment and work on developing models of various perceptual processes. This work was significant because it highlighted the intricate processing that is being carried out in these processes prior to the information reaching the brain. For example, where does vision end and the mind begin?

It is unlikely that one could understand how the mind
works without knowing first what information is being extracted from the environment. In other words, the construction of a mind begins very much with the input itself; understanding what is involved in existing mind-body complexes would help to identify the necessary conditions for creating a machine with original intentionality. What exactly is the role of a neural brain, fingered hands, languages, and other features of humans in developing the human mind? One problem with past AI research in this area is that it seldom went beyond investigating the mechanics of these particular processes, and thus, individuals became, for example, vision researchers rather than AI researchers. The second section discusses how and why we need AI theories of the mind-body complex.

The third tier is concerned with building machines that can compute with original intent. A working definition for such a machine is one that can reason about its world based only on information computed by its sensors. A robot built with sensors to avoid objects is not such a machine if all it does is run around the environment and avoid objects. However, a similar robot, which, after interacting with the environment, discovers the notion of avoidance from its action, is. After lengthy debate about Searle’s (1980) Chinese room experiment, AI researchers are slowly beginning to realize that a serious gap between AI reasoning programs and the real mind is that AI programs do not reason with original intentionality (see also Rey [1986] and Sayre [1986]). A popular AI solution is to ground the symbols used in the program to the outside world, and because of the recent development of more powerful AI methods, this problem is arousing renewed interest. The third section discusses why this symbol-grounding solution is inappropriate and instead suggests that AI researchers should focus on how the input from the sensors are interpreted or, more appropriately, symbolized and not grounded. In particular, Harnad’s (1990) solution, whereby a connectionist network is used to ground the symbols to the outside world, is reviewed and refuted.

The concluding section shows how the three-tier AI strategy could produce a theory of the mind. We should stop arguing about whether existing machines are intelligent or not. These machines are not and will never be if we fail to provide an answer to these questions. The foundation is well laid for us to build on.

Understanding AI: AI and aI

From the difficulty faced in defining the term intelligence in past AI research, an immediate lesson seems to be that intelligence is a quality that one ascribes to the behavior of a given system. If so, it would be incorrect to make the goal of AI the study of the nature of intelligence without referring to the specific system under consideration. From this observation, it is no surprise that AI has a dual role: to study human intelligence and to study machine intelligence. The human system is a natural choice, being the most intelligent system known to us. The question to ask is, “How and why has the human system achieved its level of intelligence compared with other living systems?” The computer system is a popular choice because it is the only physical system with which one can implement one’s ideas of intelligence. In this case, the research seeks to discover how to make a computer that behaves intelligently. Note that there is no single universal set of criteria for judging whether what has been implemented is intelligent.

It is important to realize that the study of human intelligence implies the use of the computer as a tool, whereas the study of machine intelligence treats the computer as the subject of study. To claim more, as in Searle’s (1980) notion of strong AI and the idea that the mind is a physical symbol system (Newell 1980), is to fantasize, at least for the moment. Highlighting this different emphasis, I refer to the study of human intelligence as artificial intelligence (henceforth al, or "little AI") and the study of machine intelligence as artificial intelligence (henceforth AIT, or "big AI"). AI emphasizes building artificial systems, whereas al stresses the study of the nature of intelligence, humans and beyond. When no such distinction is made and especially when reference is made to earlier work, the usual notation, AI, is used.

The question for AI now becomes, “How can a given system be intelligent?” rather than, “What is intelligence?” If the system in question is a computer, one can assume that it has a zero level of intelligence, and the AI question is how to make a computer more intelligent. If the system is a human being, one can assume that it has a high level of intelligence. The AI question then is, “How does the human system become intelligent?”

For AI research, one should be free to choose what constitutes an intelligent task, and the goal is to make the computer perform the task according to some selected criteria. Hence, AI is about writing intelligent programs in the sense that the programs solve a predefined intelligent task. Much of the past research in AI is about AI. For past summaries and achievements, see Nilsson (1983), Waltz (1983), and Reddy (1988). Not surprisingly then, AI has mushroomed into many different areas of study. Not surprisingly, too, these works show that one of the hallmarks of AI research is to discover the necessary mechanisms to build intelligent machines. Therefore, AI is concerned with the search for efficient and universal problem solutions on a computer, and issues such as scalability, parallel versus serial, and distributed versus
central organization of memory are rightly important. Bundy (1981) suggested some useful criteria for assessing AI research.

Why then does the confusion between AI and aI research arise? The problem lies in that AI researchers not only try to make a computer perform a task intelligently but also to perform one that is typically done by humans and at the same level of competence. Achieving this goal apparently gives one the illusion that he/she has contributed a theory about how humans might have solved the problem. The reason why these theories are not adequate lies in the manner in which these programs are developed. AI researchers pay little attention to the complex ways that these problems are solved by humans, ranging from how the brain works to how things are perceived and used. This lack of attention is evident in many of the past critical reviews, such as Dresher and Hornstein (1976) on understanding natural languages and Recke and Edelman (1988) on neural networks. Because of this failure, it is more appropriate to treat these results as computer solutions to a similar problem rather than as explanations of how the mind might work.

I claim that this "confusion" between AI and aI research is the important link that cements the two together. Without this link, their distinction might as well be disregarded; one might as well, as some researchers did, refer to AI as something else and AI strictly as AI, or vice versa. It is only by studying problems based on, but not constrained by, how humans performed a particular task that AI researchers were able to investigate all kinds of weird ideas (McDermott 1981) and produce interesting solutions. Such interesting solutions are typically suggestions about how a particular solution to a problem is physically realized. They present a different but important perspective for aI researchers when considering these problems: "How could I possibly implement a solution to the problem?" For example, artificial neural networks show how computing with weights in a physical system is possible, and AI researchers now have some idea of how neural computation could be realized physically. Brady and Hu (1994) recently presented some insightful comments on the nature of intelligence from the perspective of building robotic systems.

Many have criticized the ad hoc approach in AI research and argued that AI researchers should raise their "psychological assumptions from the level of ad hoc intuitions to the level of systematic empirical observations" (Ringle 1983, p. 238). Doing so would be a pity and is unnecessary. It is a pity because many AI problems really begin by simply asking how a computer can perform such a task. Sometimes, the only way forward is to freely imagine different kinds of possible solutions. It is unnecessary because such systematic studies naturally follow from initial exploratory work. What is needed is the clear distinction between the different methods (AI and aI) afforded by AI research. In particular, it is important not to think that every AI solution has to immediately be a part of a theory of the mind (or, for that matter, that it has to incorporate some fascinating and complex algorithms).

Understanding the Mind-Body Complex

What kind of information is made explicit in each (body) process prior to higher-level reasoning? How does the mind relate the different pieces of information from the different processes so that they can be perceived as a combined whole? From what is perceived, how does reasoning with original intentionality emerge? These are the central questions that AI researchers should ask when investigating how the mind-body complexes work.

Early AI studies simply mimicked these processes, but when more sophisticated systems were developed, it became clear that one could and should develop theories to explain these processes, focusing on the flow of information in them. Marr’s (1982) theory of vision clearly showed how such a theory could be developed, and since then, many studies have adopted Marr’s computational approach (for example, see Richards [1988] and Cosmides and Tooby [1994]). There is even a growing acceptance in the more traditional sciences, such as psychology (Boden 1988) and neuroscience (Seinowski, Koch, and Churchland 1988), to adopt this approach, which has helped to more rapidly advance the understanding of these processes.

Understanding the flow of information in and between each process is what is needed for aI research. However, it is important to stress that for aI, the interests lie less in knowing exactly how these individual processes work and more in understanding what their general nature is. In particular, how will the information extracted be used for higher reasoning? For example, consider the first two stages in vision. Although the gap between Marr’s primal sketch (a description of what is implicit in the intensity images) and the two-and-one-half-dimensional (2-1/2D) sketch (a viewer-centered description of surfaces computed from a single view) is significant, what AI researchers need to know most is what is available at the 2-1/2D sketch level and how the information is then processed by humans to understand their environments. Therefore, given what is made explicit in the 2-1/2D sketch, it is important that AI researchers ask how the concepts of impediment, permanence, three dimensionality, and others are understood by the system itself. The numerous processes and phenomena observed at the level below the 2-1/2D sketch might be interesting.
but unless they lead to theories about how one could understand the environment, they would not be useful for aI.

The aI goal is not to duplicate the human’s system, just learn from it. aI researchers must focus on theories that help solve the puzzle as a whole rather than those that get bogged down by explaining the workings of individual pieces. To do so, it is important to ensure that these models satisfy the following two constraints: The first constraint (C1) is that the input must correspond, at least in information terms, to that used by humans when they are solving a similar problem. The second constraint (C2) is that the output must be useful for solving the next task, which, in turn, must be identified as a relevant task to be solved at the particular level in the human system. C1 ensures that one investigates a problem similar to the one presented to humans, and C2 ensures that the solution developed contributes to one’s understanding of the process as a whole and not just a particular subprocess.

The need to satisfy the first requirement shows why past aI work on perceptual problems has tended to be most relevant to aI research. Researchers working on these problems are likely to begin with the right kind of input. However, there is a stronger interpretation of C1, namely, that aI is best understood by working on the perceptual problems first, in a bottom-up fashion. This stronger interpretation is not strictly necessary because what is important is that one pay attention to what could be computed as input for the task at hand. Doing so encourages one to think seriously about perceptual problems, but this problem is not the same as studying them, at least not in the sense of requiring the development of complete models. Thus, one might call this a think-bottom-up approach.

C2 has often been neglected in past aI research. Marr (1982, p. 272) first highlighted its significance when he argued why one should abandon trying to segment an image using specialized knowledge about the nature of the scenes:

Most early visual processes extract information about the visible surface directly, without particular regard to whether they happen to be part of a horse or a man or a tree. It is these surfaces--their shape and disposition relative to the viewer--and their intrinsic reflectances that need to be made explicit at this point in the processing.

In short, what is computed directly from an intensity image is not a three-dimensional (3D) object but what Marr (1982) called a 2-1/2D sketch.

However, Marr failed to ask similar questions when developing his theory for the next stage of the visual process: A 3D model using generalized cones (Marr and Nishihara 1978) was suggested to represent shape information. A strong argument for suggesting that a 3D model is necessary is that the information in the 2-1/2D sketch is not stable enough for the 3D object-recognition task. This is not unreasonable provided that the focus is on understanding how the 3D model itself is derived from the 2-1/2D sketch, but this question was not asked. Instead, the research focused on the design of a suitable representation for recognizing 3D objects in the 2-1/2D sketch. Marr thus fell into a common trap: producing application programs as theories of the mind. Because little is known about the relationship between our knowledge of 3D objects and the surface information that we perceive, any representation suggested is, at best, a wild speculation about what is actually needed. The gap between the 2-1/2D sketch and the 3D sketch remains unbridged, even though many sophisticated object-recognition systems have been built (Hurlbert and Poggio 1988). Hoffman and Richards (1984) later and rightly questioned the use of any specialized representation (such as the use of generalized cones in the 3D model) for recognition purposes. Yeap, Jefferies, and Naylor (1991) argued that a more immediate--and, hence, more appropriate--module that takes the 2-1/2D sketch as input is the raw cognitive map (see also Yeap [1988] and Yeap and Handley [1991]).

In summary, the task here is to understand how the mind-body complex works. When doing so, it is clear that aI research must pay close attention to what the human system has to offer and not be tempted to develop a better solution. It is not the solution as such that is of interest. The emphasis should be on the construction of the entire inner process based (initially) on the bits and pieces that psychologists and philosophers have discovered to this point. The prize will be a computational theory of the mind-body complex.

Understanding Computing with Original Intentionality

A I researchers have enjoyed theorizing about the mind from a variety of platforms. Examples of these include (1)
simulation studies based on psychological findings (for example, Anderson’s [1983] ACT and Laird, Newell, and Rosenbloom’s [1987] SOAR), (2) ideas based on one’s own experience of developing intelligent machines (for example, Minsky’s [1985] society of the minds and Newell’s [1980] physical symbol systems), and (3) extensive tests of a particular method of developing intelligent machines (for example, the CYC Project [Lenat et al. 1990] and the Japanese Fifth-Generation Project [Feigenbaum and McCorduck 1983]). However, as long as AI researchers fail to address the problem of how the system itself creates its own meanings for each symbol, that is, has original intentionality (Haugeland 1980), such theorizing will remain useful only for discussing what the mind might be but not for demonstrating how it is. The research, as before, will simply produce yet another theory of the mind.

The problem of creating a machine with original intentionality is, however, seriously misunderstood by many in AI research. The current popular belief is that the problem is equivalent to that of symbol grounding (Harnad 1990). That is, once the symbols that the machine uses are somehow grounded to the outside world, the machine will have original intent. I disagree, but first I briefly review the symbol-grounding problem.

The symbol-grounding problem has gained much attention in recent years because of the emergence in AI of methods that show how the symbols might be grounded. One example is Brooks’s (1991) subsumption architecture for building robots. It emphasizes building simple robots that interact with the world as a prerequisite to gradually increasing their competence. Thus, it is ensured that the robots developed have their symbols grounded to the real world. When higher-level cognitive components are added, these robots, they argue, continue to act with complete understanding and original intent (for example, Malcolm and Smithers [1989], Cliff [1990], and Schnepf [1991]). For an interesting variation of the same theme in constructing robots, see Wilson’s (1991) “animat approach.” Another example, and an even more popular one, is the connectionist approach to modeling the mind. The much-publicized learning ability of such networks and their supposed brainlike machinery have led many to believe that such networks, perhaps combined with traditional AI systems, would truly be intelligent (for example, Hendler [1989] and Harnad [1990]).

Let’s take a closer look at Harnad’s solution to the problem. Harnad singled out the processes of discrimination and identification as the two most important initial steps in human understanding of their environment. He then argued that one uses iconic representations for discriminating input and categorical representations for identification. Iconic representations are internal analog transforms of the projections of distal objects onto one’s sensory surfaces, whereas categorical representations are formed by the grouping of icons with common invariant features. Harnad argued that once categories are formed and used as a basis for reasoning in a symbolic system, the meanings in the system are grounded. Thus, he believes that a solution to the symbol-grounding problem lies in knowing how categories could be derived. He proposed using a connectionist network to identify icons. The network operates by dynamically adjusting the weights on the features and the feature combinations that are reliably associated with a particular category.

Although Harnad pointed out that icons are internal analog transforms of the projections of distal objects onto our sensory surfaces, his example only discussed how the category horse could be learned from icons of horses. However, in the real world, there are no individual icons of horses available as input. It is more likely that icons from more complex scenes, such as one with a man wearing a hat, galloping down a hill, and chasing a wagon pulled by several horses, are provided (which would be the case if you were watching one of the all time favorite John Wayne movies). If so, how could the system, human or otherwise, pick up the icon of a horse, or anything else for that matter, from the input and why? Knowing why is important because it is the intent of the system. Why pay attention to icons of horses? Where does the notion of a horse come from? Why interpret the scene as having different objects? Where does the notion of object come from? How does one interpret any movement perceived, and how does one interpret when things move out of sight? How could the system derive the notion of motion from observing things that move in its view? Thus, much of one’s understanding is far from identifying invariant features; it has more to do with the ability to form one’s own concepts about the world. Concepts are different from invariant features in that they are based on one’s reasoning or belief of what is happening out there.

Some of the early concepts that children learn about their world include object permanence, impediment, and other problems concerned with moving in a 3D world. AI researchers should pay attention to developing a machine that allows it to discover such basic concepts on its own. In this sense, the symbol-grounding problem continues to miss its target. Many of the solutions suggested to date still presuppose the a priori presence of categories in the world (Reeke and Edelman 1988); the difference between the traditional symbolic approach and the new approaches lies mainly in the more sophisticated mechanisms for entering the different categories into the system. For example, in Brooks’s approach, the low-level activities are prebuilt into the robots, and in Harnad’s approach, the
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neural network has to be trained with predefined categories. However, for the Harnad approach, even if the neural network does not need to be trained with predefined categories, by, say, using more biologically realistic networks such as Reeke, Sporns, and Edelman's (1990) DARWIN systems, one still has to find the algorithm that enables the system itself to realize the significance of these categories. The fact that many animals have a complex neural brain—but only one (that is, humans) has truly demonstrated the capability to perform symbolic reasoning—might well let us argue that having a neural brain does not in itself guarantee a solution to the problem.

In summary, to compute with original intentionality, symbol grounding is the wrong problem to solve. It fails to provide a mechanism for allowing the individual to create its own symbol. A symbol is different from the uninterpreted tokens-categories computed from one’s sensory input. It represents one’s intention about the world, and it is created after one has formed certain concepts-hypotheses about his/her world. The initial concept need not be correct because it could be modified later. The symbols created will be used to develop other concepts.

Creating such symbols from (initially) observing icons literally dancing in our eyes is the key to constructing a machine with original intentionality. This problem is cognate with an age-old problem in concept formation, namely, the way that an infant comes to understand the world in the same way that it is perceived by adults. With all the sounds that an infant picks up and all the images that appear on his/her retina, how does the baby know that the word mama is associated with his/her mother? Also, how does he/she know what a mother is? By the time such an association is made, what else does the infant know about the word mama? Psychologists have been puzzled by these questions for decades and have provided rich sources of observations (Streri 1993; Premack 1990) and ideas (Gergely et al. 1995; Spelke 1994; Astington, Harris, and Olson 1988). AI research must draw on these studies to resolve the problem.

Conclusion

AI is about building intelligent machines, and naturally, we must work toward producing the underlying theory and the necessary technology. Figure 1 shows how the three-tier AI strategy outlined previously will contribute to this success.

[Figure 1 ILLUSTRATION OMITTED]

The figure shows how initial questions about the nature of intelligence are explored, giving rise to a demonstration of how the idea might be realized physically. Computational studies, investigating similar problems being solved in a mind-body complex, help develop a more rigorous model and, more importantly, provide an understanding of the flow of information in and between these processes. These results combine to help AI researchers to develop a machine with original intentionality: given only the input from the sensors, a machine that will formulate its own symbols describing the world and developing higher-level reasoning similar to that exhibited by humans. Isn’t this an important goal for all researchers interested in discerning the nature of intelligence?
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